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ABSTRACT  

In this work, we have obtained estimators for the location and scale 

parameters of double Weibull distribution using U-statistics based on 

best linear functions of order statistics as kernels when its shape 

parameter is known. The efficiency comparisons of the proposed U-

statistics with respect to some standard estimators are also described. 

1. Introduction 

Let X1, X2, . . . ,Xn be a random sample of size n drawn from a population. If the 

observations are arranged in non-decreasing order as X1:n ≤ X2:n ≤ · · · ≤ Xn:n, 

then the random variables X1:n, X2:n, . . . , Xn:n are called the order statistics of the 

sample. In particular Xr:n is called the r-th order statistic, for 1 ≤ r ≤ n. 

Order Statistics is an important branch of Statistics which deals with the theory 

and applications of ordered random variables and of functions involving them. 

Research in the area of order statistics has been steadily and rapidly growing 

especially in the last three decades. The extensive role of order statistics in 

several areas of statistical inference has made it important and useful for 

researchers in many fields of investigation.  

It is well-known that, order statistics help to provide the most suitable and 

appropriate solution for many problems arising in life testing experiments, 

meteorological studies arising in atmospheric pressure, temperature, wind, etc., 

investigations on flood, reliability studies, longevity studies, breaking strength 

analysis, detection of outliers, insurance problems, industrial research, health 
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care studies and so on. A huge volume of work have been carried out on theories 

and practices of order statistics, see, Arnold et al. (1992), Balakrishnan and 

Cohen (1991), Balakrishnan et al. (2006).   

Order statistics enter into the problem of estimation in a variety of ways. Best 

linear unbiased estimators (BLUEs) of location (µ) and scale (σ) parameters of a 

distribution by order statistics as developed by Lloyd (1952) is a well-known and 

extensively applied method of estimation. Moreover the estimates obtained in 

this case are optimal in the sense that their variances are least among all other 

linear functions of order statistics which estimate them. 

The class of estimators, now termed as U-statistics, was first coined by Hoeffding 

(1948). For some interesting properties of U-statistics such as their strong 

consistency, asymptotic normality etc. see, Serfling (1980). The U-statistics are 

widely considered as nonparametric statistics for estimating the parameters of a 

distribution and many well-known nonparametric statistics are in fact members 

of the class of U-statistics.  

It may be noted that since the introduction of U-statistics by Hoeffding (1948), 

no major parametric estimation procedures using U-statistics based on order 

statistics has been developed other than the results of Thomas and Sreekumar 

(2008) in which they have developed a new method for estimating the location 

and scale parameters of a distribution using U-statistics based on best linear 

functions of order statistics as kernels. For the estimation of location and scale 

parameters of some distributions using U-statistics based on best linear functions 

of order statistics as kernels, one can refer to Thomas and Baiju (2013, 2015), 

Thomas and Sreekumar (2008) and Sreekumar and Thomas (2007, 2008). In a 

recent development, Thomas and Anjana (2021) further extended the concept to 

absolute order statistics. 

In order to obtain Lloyd’s (1952) BLUEs of µ and σ, one requires the values of 

means, variances and covariances of the entire order statistics of a random 

sample of size n arising from the corresponding standard distribution. 

Unfortunately, in most cases, explicit expressions fail to exist for the means, 

variances and covariances of these order statistics. In such situations these values 

are usually computed numerically for n ≤  20. If n > 20, then there is no way to 

obtain the desirable optimal estimators viz., BLUEs based on order statistics and 

statistics practitioners scared if n > 20 though BLUEs have optimal properties. 

Unlike maximum likelihood estimators, the asymptotic theory of BLUEs based 

on order statistics are not seen developed in a general sense (prevents large 
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sample tests). Instead, if we consider the U-statistics based on best linear 

functions of order statistics as kernels (based on a small sample size, say m ≤ 5), 

then they estimates the parameters explicitly and utilize the optimality conditions 

of both BLUEs and U-statistics. Further, evaluation of means, variances and 

covariances of order statistics of sample sizes up to only 2m − 1 arising from 

standard form of the parent distribution alone are necessary to obtain the value of 

the variance of the U-statistics, whatever be the sample size n. 

The present work has been tri-sectioned, section 1 deals with some basic results, 

which are very necessary in developing the proposed estimators. Section 2 

explores the importance of double Weibull distribution along with the newly 

introduced U-statistics estimators of location and scale parameters based on 

BLUEs of order statistics as kernels together with their variances. In the last 

section, relative efficiency comparisons of the proposed U-statistics with some 

suitable other estimators has been made.     

2. Some Basic Concepts 

A random variable X belongs to location-scale family if its probability density 

function (pdf) of the form, 

;
,

,  (2.1) 

where μ and σ in (2.1) are known as the location and scale parameters 

respectively. Lloyd (1952) has introduced a method of estimation of μ and σ by 

using best linear functions of order statistics of a random sample of size m drawn 

from (2.1). 

Let X1, X2, …,Xm be a random sample from (2.1) with corresponding order 

statistics X1:m, X2:m, . . . , Xm:m. 

Then the BLUE of µ can be written as 

h1(X1,X2,. . . ,Xm) = a1;mX1:m+ a2;mX2:m+ … + am;mXm:m (2.2) 

and the BLUE of  can be written as 

h2(X1,X2,. . . ,Xm) = d1;mX1:m+ d2;mX2:m+ … + dm;mXm:m, (2.3) 

where ai;m and di;m (i = 1, 2,…, m) are appropriate constants. Thomas and 

Sreekumar (2008) introduced the U-statistic for  based on kernel (2.2) as 
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 (2.4)                                                                                                                                                                                                                                                                                                                   

and the U-statistic for  based on kernel (2.3) is   

  

 (2.5) 

Clearly  and  are unbiased estimates µ and σ respectively, see 

Hoeffding (1948). 

The variances of  and  are given by 

 (2.6) 

and 

. (2.7) 

where  

ξc
(m)

 = Cov[h1(X1, X2, . . . , Xc, Xc+1, . . . , Xm), h1(X1, X2, . . . ,Xc, Xm+1, . . . , X2m-c)],     (2.8)  

and  

ζc
(m)

 = Cov[h2(X1, X2, . . . , Xc, Xc+1, . . . , Xm), h2(X1, X2, . . . ,Xc, Xm+1, . . . , X2m-c)].  (2.9)                                           

Clearly , . 

In order to obtain Var[ ] and Var[ ], we have to obtain the values of 

 and  

The main concern now shifted to the evaluation of and , c = 1, 2, …,  
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m -1, but Thomas and Sreekumar (2008) again fruitfully put forward a method 

for finding and . This removed the once prevailed mathematical 

intractability in using such statistics as estimators.  

3. Estimation of Parameters of Double Weibull Distribution Using   

U-Statistics 

A random variable X is said to have double Weibull distribution if its pdf is 

given by, 

 (3.1) 

where and  

The corresponding cumulative distribution function is given by 

F(x; μ, σ, λ)   = 
 

 
   { [ 

   

 
]
 
} ; if x<μ 

       =   
 

 
   { [

   

 
]
 
} ; if x≥μ 

We may write DW (μ, σ, λ) to denote the distribution defined by (3.1) 

Weibull distribution has been used as an appropriate model in several situations 

in reliability theory (see, Johnson and Kotz (1970)). The double Weibull 

distribution is an extension of Weibull distribution extended with support set R =

. Since the shape parameter λ is also involved in DW (μ, σ, λ), it 

provides an ideal symmetric model to analyze data sets arising from several 

populations. Balakrishnan and Kocherlakota (1985) has made a systematic study 

of the double Weibull distribution particularly concerning order statistics and 

evaluated means (     , variances and covariances (       ,  of order statistics 

arising from DW(0, 1, λ)  for sample sizes up to ten and for some fixed values of 

λ. They have also tabulated the coefficients of order statistics in the BLUEs of μ 

and σ involved in DW (μ, σ, λ) together with their variances for sample sizes up 

to ten and also compared the relative efficiencies of these BLUEs with some 

standard estimators. Rao and Narasimham (1989) have further extended the 

estimators of μ and σ based on order statistics for sample sizes up to 20. 
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It may be noted that the method of moment estimators and maximum likelihood 

estimators of μ, σ and λ for DW (μ, σ, λ)  are not explicitly available. For sample 

sizes n > 20, it may be difficult for statistics practitioners to use BLUEs of μ and 

σ  based on order statistics because means and covariances of order statistics have 

not been tabulated in the available literature for n > 20. Hence there is much 

relevance to the use of U-statistics put forward by Thomas and Sreekumar (2008) 

for estimating μ and σ involved in DW (μ, σ, λ). 

If we draw an initial sample of size m from DW (μ, σ, λ) for known values of λ 

and construct the kernels (BLUEs of μ and σ) 

 h1(X1,X2,. . . ,Xm) = a1;mX1:m+ a2;mX2:m+ … + am;mXm:m  

and 

 h2(X1,X2,. . . ,Xm) = d1;mX1:m+ d2;mX2:m+ … + dm;mXm:m,  

then the U-statistics estimators for μ and σ are and  respectively and 

are given in (2.4) and (2.5) respectively. The components , ,…,  of 

Var( ) and the components , ,…,  of Var( ) can be 

obtained by the method suggested by Thomas and Sreekumar (2008).  

The coefficients of BLUEs of μ and σ involved in DW(μ, σ, λ) for sample sizes n 

≤ 10 , λ = 0.5, 0.75, 1 & 3 and their variances are given in Balakrishnan and 

Kocherlakota (1985). We used those coefficients ai;m and di;m,   i = 1, 2, …, m and 

means, variances and covariances of order statistics arising from DW(0, 1, λ) to 

obtain σ 
-2

 and σ 
-2

for c = 1, 2, …, m-1. The values of σ
-2

, σ
-2

are tabulated in for c = 1, 2, …, m - 1, m = 2 (1) 5 and for λ = 0.5, 0.75, 1 & 3 

and are given in Table 1. We have also obtained variances of the U-statistics

and  for m = 2 (1) 5, λ=0.5, 0.75, 1 & 3 and n = 10, 15, 20, 30, 50 & 

100 and are also given in Table 2.  
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The main advantage of these proposed estimators is that, if one uses BLUE based 

on a small sample size m (say 5) as kernel, it is enough to calculate the means 

and covariances of standard order statistics up to sample sizes 2m-1( say 9) only. 

Using this we can explicitly evaluate the estimators and their variances for any 

sample size n.  

Table 1: Values of σ
-2

and σ
-2

for c = 1,2,…,m- ,m = 2(1)5 and λ= 

0.5,0.75,1&3 

4. Efficiency Comparisons of     
   

and     
   

with other Unbiased 

Estimators Based on Gini’s Mean Difference 

It may be recalled that in the work of Balakrishnan & Kocherlakota (1985) or 

Rao & Narasimham (1989), the relative efficiency comparisons of the estimate of 

the parameters μ and σ are not carried out. In this context we consider two 

possible estimators for comparing the efficiencies of and . 

Let X1:2 and X2:2 are the order statistics of a random sample X1 and X2 drawn 

from an absolutely continuous distribution having pdf of the form given in (2.1), 

then the population Gini’s mean difference G is given by  

)(m

c
)(m

c 1

 m

n1;U  m

n2;U

3 

1 0.31413 0.60838 0.20260 0.21829 0.17964 0.11523 0.06965 0.01252 

2 0.95966 1.23683 0.45894 0.46104 0.36871 0.25926 0.14038 0.08055 

 3 2.09429 1.88536 0.83389 0.72825 0.58951 0.43210 0.24928 0.20410 

4 

1 0.14789 0.29983 0.09670 0.11770 0.09338 0.06403 0.02618 0.00699 

2 0.39240 0.60273 0.21400 0.23921 0.19179 0.13472 0.05343 0.02493 

3 0.74500 0.91749 0.35813 0.36648 0.29819 0.21239 0.09103 0.05395 

4 1.21719 1.26087 0.53532 0.50542 0.41554 0.29862 0.14825 0.10176 

5 

1 0.04821 0.18538 0.05006 0.07422 0.05664 0.04073 0.01239 0.00447 

2 0.11792 0.37323 0.10829 0.14974 0.11582 0.08379 0.02551 0.01187 

3 0.21286 0.56599 0.17562 0.22719 0.17819 0.12931 0.04192 0.02231 

4 0.34796 0.76663 0.25500 0.30755 0.24456 0.17757 0.06415 0.03732 

5 0.56418 0.97864 0.35752 0.39212 0.31685 0.22898 0.09569 0.05984 
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The U-statistic based on the order statistics X1:n, X2:n,…,Xn:n of a random sample 

of size n from (2.1)  using the kernel  is given by  

     

Clearly  is an unbiased estimator of σ and is based on the Gini’s mean 

difference of the sample.  

Now we are going to prove the following theorem and the results in the theorem 

were not seen proved in the available literature till now. 

Theorem 4.1 

Let X1:n, X2:n,…,Xn:n be the order statistics of a random sample of size n arising 

from an absolutely continuous distribution having pdf f(x; μ, σ) with location 

parameter μ and scale parameter σ. Let Tn be the unbiased estimator of σ based 

on sample Gini’s mean difference and  be the U-statistic estimator of σ using 

BLUE of σ based on a sample of size 2 as kernel. Then . If f(x; μ, σ) is 

symmetric about μ, then and , where  is the sample 

mean. 

Proof 

Let X1 and X2 be two independent and identically distributed random variables 

each distributed with pdf f(x; μ, σ). Let X1:2 , X2:2 be the order statistics of X1 and 

X2. Then the population Gini’s mean difference is defined by 

 
(4.1) 
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difference based on the given sample is then given by 

 (4.2) 

From (4.1) and (4.2) we obtain  

    2:12:22:12:221  XXEXXEG

   2:12:2
1

2:12:2 XX 




  








n

i

nin Xin
nn

T
1

:

1

2:12:2 )12(
)1(

2


nT

)2(

:2 nU

nn TU )2(

:2

)3(
:2

)2(
:2 nn UU 

nn XU )2(

:1 nX

    2:12:22:12:221  XXEXXE








n

i

nin Xin
nn

G
1

:)12(
)1(

2



On Estimation of Parameters of Double…. 

71 

 

as an unbiased estimator of σ of f(x; μ, σ) based on sample Gini’s mean 

difference. 

Using (2.3) and on simplification we obtain the BLUE  based on the order 

statistics X1:2 and X2:2 of a random sample of size 2 drawn from f(x; μ, σ) as 

.
 (4.3) 

On using  in (4.3) as the kernel of degree 2, the U-statistic estimator 

generated is equal to .  

As Tn and are the U-statistics generated from the same kernel 

, 
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=  (4.7) 

Then using (4.6) in (4.7) we get 

 (4.8) 

From David and Nagaraja (2003, P.49) we have,  

 (4.9) 

Using (4.8) in (4.9) we get  
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The numerical values of asymptotic relative efficiencies are also computed using 

(4.10) for λ=0.5, 0.75, 1&3, m=3(1)5 and are given in Table 2. 

Again, the estimator is an unbiased estimator for σ and is based on 

sample Gini’s mean difference. For comparing the class of estimators  of σ, 

we have computed the relative efficiency  of U-statistic  with 

respect to  and are evaluated for λ=0.5, 0.75, 1 & 3 and n = 10, 15, 20, 30, 50 

& 100 and are given in Table 2. The asymptotic relative efficiency

 of U-statistic  with respect  is given by, 

 (4.11) 

The numerical values of asymptotic relative efficiencies are also computed using 

(4.11) for λ=0.5, 0.75, 1&3, m=3(1)5 and are given in Table 2. 

From the Table 2, we noticed that the asymptotic relative efficiency increases 

with kernel size. Further the proposed U-statistics are asymptotically normal and 

hence by an application of the well-known Slutzky’s theorem, those U-statistics 

and their variances can be used for constructing test statistics for testing location 

and scale parameters of double-Weibull distribution for large samples.  
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