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ABSTRACT

This paper studies the problem of optimal allogatfor multivariate
stratified survey as a bi-objective programminggbem with the objective
to minimize the costs (i.e. measurement and tramelrred in the survey
subject to precision constraint for each charastieriThe unitary cost of
measurement and travel are considered as normesigibdted random
variables. Population variances are assumed tankeown and replaced
by sample variances which are also normally distetd random variables.
The precision for each characteristic is speciféed multi-choice. To
remove the randomness from objective functions, eEtqd Value
Standard Deviation (EVSD) criterion is applied afe®nverting the bi-
objective problem into a single objective proble@hance constraint
programming technique is then used for determmigquivalent of
constraints. Thus, the problem of optimal allocai®treated as Stochastic
Bi-objective Programming Problem (SBOPP) with mahbice in right
hand side. A numerical illustration is also givien the demonstration of
proposed approach solved by Lingo Software.

1. INTRODUCTION

Stratified sampling is the most commonly used samgptlesign in probability
sampling. For stratification past data may be usedlivide a heterogeneous
population into groups such that the units withiicle group or strata are alike,
Hanseret al. (1953).

Before using the stratified sampling the samplestave the answer to the
following questions:

i) How many strata should be there?
i) What should be the strata boundaries?
iii) How many units are to be selected from eachatsm?
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The third problem which is known as the allocatyoblem is considered here
with the assumption that the population under stumybeen already stratified
into a number of strata with known strata bouretaend the sampling frame of
all the strata are available. An allocation will thee best allocation that can
minimize the variance of estimator of the populatmarameter for a given cost
of survey or minimize the cost of the survey fosided precision of the estimate.
There are some factors which affect the allocasreme such as the variance of
the population, cost of obtaining an observatiemfieach stratum and the degree
of precision. If the population variance is unkngutncan be estimated from a
preliminary sample and the estimated variance ed us place of population
variance, Sukhatmet al. (1984). Diaz-Garcia and Gary-Tapia (2007) workatl o
with estimated variance in univariate survey wheapydation variance was
unknown and replaced by sample variance. They dersil the problem of
optimal allocation as a non-linear stochastic peiogning problem. Diaz-Garcia
and Gary-Tapia showed that in stratified randompeng the sample variance
has asymptotic normal distribution on the basighef result given by Melaku
(1986). Fatimaet al. (2014) extended this work for multivariate case by
formulating the problem of optimal allocation asnalti-objective programming
problem and solved it by goal programming technique

In stratified sampling the population haviRginits is divided intoL non-
overlapping and exhaustive groups called stratangaw;,N,,Ns,...,.N_ units

respectively (symbols have their usual meaninghaadchran (1977), otherwise
stateded).These subpopulations are called stratan be the size of sample

allocated toh™ stratum then the general cost function in multia@risurvey is
given as

L
C(n) =co+ D_chMy 1)
h=1
where ¢, is the sampling cost per unit associated to festratum. The term
corepresents an overhead cost.

If the travel costs between units of a stratumsageificant then Beardwooet
al. (1959) suggested that the total travel cost isebetepresented by the
expressiorﬁtzlthﬂ; wheret,, is the travel cost per unit in the™ stratum.

This expression is quadraticrig.
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Some authors worked on the problem of optimal alion in multivariate
surveys with quadratic cost such as Khowatjal. (2012), Ghufraret al. (2012)
by considering the cost function in the form

L L
C(N) = Co+ DG *+ D th/M (2)
h=1

h=1
The cost of measurement, which varies from stratustratum during the course
of survey and affected due to random causes, suchirsing, weather conditions
etc; can be considered as random variable. Theafasavel between units is
also affected by some factors that are out of cbofrthe sampler such as area of
survey, condition of the road, modes of travel &tws the travel costs can also
be considered as random variables. Some autholed@ut with random costs
(measurement and travel) to obtain the optimalation in multivariate survey
with linear and/or nonlinear cost function suctBaghshiet al. (2010), Javaidt

al. (2011), Aliet al. (2011) by treating the cost as a normally distéduandom
variable but for the first time the total cost mnsidered as bi-objective function
instead of a quadratic function. Another featuréhdd paper is the consideration
of precision of estimates as multi choice, Khan Khdlid (2013).

Thus in this work, the problem of optimal allocatiis formulated as a SBOPP to
minimize both the costs simultaneously with chaogestraint which has multi-
choice in the right hand side. The per unit costnefasurement and the travel
cost are considered as independently normallyibiiged random variables. The
population variances are supposed to be unknown rapkhced by sample
variances which are also random variables with gsgtic normal distribution.

2. FORMULATION OF THE PROBLEM

The problem of optimal allocation to minimize theaglratic cost function for the
desired degree of the precision for the estimatthefpopulation parameter for
each characteristic can be treated as a mathematagramming problem and
stated as follows

L L
Minimize C(n) = ¢y + > chMy + D th/Mn

h=1 h=1
Subject t&/(Yj¢) <vj 0 =1,23,...p
and 2<ny < Np; (3)

We considered that the costs of measuremg(it=1,2,3,...L | and the travel
costst, (h=1,2,3,... | are normally distributed random variables andRKtS of
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the ™ constraint has; number of choices and out of these choices one beust

selected by respective constraint with a specifiebability p; .

Our assumption is the consideartion of quadratit éenction as a bi-objective
function then the problem of optimum allocatioreaSBOPP will be

L L
Minimize C(n) ={Q|_(nh),C2(nh)} = {ZChnh ,Zth\/m}
h=1 h=1
Subject tOP[Var(Via)svj } > p? 0j=123,..p; andv?D[vgl),vj(z),vj(S),...,vﬁkj)}
2< Ny < Nh X (4)
Wesh L Wsh

L
whereVar(yg) =Y —2 -
h=1 h h=1 Nh

is estimated variance f¥ characteristic. The ternt, is removed because
overhead cost is not the part of optimization KokE63).
The expression of variance functi@rar(yjst)in the problem (4) indicates that we

are using the estimated variance at the place péilpbon variance which is
unknown, Diaz-Garcia and Gary-Tapia (2007).

3. SOLUTION METHODS

Suppose that the mean and variance of the norrdalyibuted costsc, and
t, are as follows

meank(c,,) = ¢, and variance/ar (c,) = afh ;
meark(t,) =, and variancevar (t,) = Utzh ;
i.e ¢l N(Eh a2 )andthu N(t‘h 0—2)

X Yo

If we have the quadratic cost function as givethim equation (2) with random
parameters, then optimum allocation can be obtdiyesblving its deterministic
equivalent of the objective function in the form

Minimize kC + k,+/Var (C) ;

80



A bi-objective cost function in multivariate stratified surveys

where k and k, are the non-negative constants whose values iedibatrelative

importance of mean valu€ and standard deviatiogVar (C) (see Rao (1978)).
Without loss of generality we can take-k, =1.

In our case, we have a bi-objective problem withdaam parameters so the
existing technique of single objective mathematmadgramming problem can
not be applied directly. So, our first step is tmeert it into a single objective
problem with the help of weighted sum method ancbsdly we remove the
randomness by applying the expected value critetioorder to solve the single
objective problem an EVSD criterion developed byy®&anmi et al.(2005) is
applied. The single objective function by weighseadn method will be

C(n) ={AC; () +(@-A)Cy (M )}
Minimize :{A£i0hnhj+(1‘/‘)[ithﬁ]} (5)
hel h=1

3.1 Expected Value Standar d Deviation (EVSD) Criteria

The deterministic equivalent of the objective fumctgiven in equation (5) can
be obtained by applying the expected value criteridhe expected value of the
objective function will be

L L
E(C(n) =E{AC () +(@-2)Cy(ny)} = E{A[Zchnhjﬂl—/n[Zth\/E]}
h=1 h=1
L L
=/][Zehnh]+(1_/])[zt_h\/n_n] (6)
h=1 h=1

By using the EVSD criterion the objective functiimnbe minimized will be

Minimize{ E(C(n))+/Var (C(n))} (7)

where the expected value d@(n)is given in equation (6) and the variance
function can be calculated as follows

Var (C(n)) = Var{)l [ZL:chth +(1- A {ithﬁ}
h=1 h=1
=A 2Var( ZL:ch Ny J +(1-A)? Var( ZL:th \/E )
h=1 h=1

+2A(1—A)C0V{(§Ch”h) (ZI“MN
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Consider the variance and covariance terms

L
Var[Zchnh) =Var(cim +cono+ ..+ N )= Znh o
h=1 h=1

L L
Var[zthﬁ] Vartum iyt )=S0
h=1 h=1

The covariance term will vanish as we assume tietosts are independentally
distributed random variables. Thus the variancetfon will take the from as

Var (C(n)) =4 {Znha j+(1—/1) [Znha J (8)

Substituting these values &f{C(n)) and Var (C(n)), our objective will become

Minimize{ E(C(n)) +Var (C()}= [Zchm}(l—ﬁ)[&ﬁ]

4. CONVERSION OF CHANCE CONSTRAINT INTOITS
DETERMINISTIC EQUIVALENT AND MULTI CHOICE RHSINTO
STANDARD CONSTRAINT

The deterministic equivalent of the constraint hgvirandom variables is
obtianed by the chance constraint programming igokenand the RHS of the
constraint is transformed into as standard mathealggrogramminh problem by
using the technique developed by Acharya and BigiN#l1).

Diaz-Garcia and Gary-Tapia (2007), considered thigawiate case of stratified
sampling. Our problem is multivariate, so the deteistic equivalent of the
constraints

[Var(y,st)<V] p; V)
will be

O . (k)
E(Var(yjq))+ K/ Var( Var@is )) <vi; VjOD[Vgl)’vj(z),vj(3),_..,vj J} (10)

[ o) (2),Vj<3),___,\,§kj)}

where
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E(\7ar(7jSt ))+ K, lVar(\A/ar(yjst ))

2
L 4 L 2
P N i e e

et M (nh —1)° N2y — )2
1 -
and Cj‘yh :N—Z(yhij —th)"' are the fourth moments about stratum means for
hi=1

each characteristic.
The symbol K" stands for the value of standard normal randonabée such

that d(K;) = p?, in such a way that the inequality can be esthdtisas

v(j) - E(Var(yjst))
Var(\A/ar(yjst ))

b

Z(D(Kj)v

which holds only if

0 o —

vi —E(Var(y;

, (A (Vist)) .

\/Var(Var(Vjst ))
As we considered multi-choice precision for eacharabteristic, so the
transformation of the constraints into its stand@amin will be in the following

manner.
Case (i) If kj =1, then the constraint will be same as an ordinanstaint.

j .

Case (ii) If k; =2, then the constraint will be

€(Varts,0) K Var{VarGya ) <[ o)

Out of these two goals, one must be selected. Simeeotal number of the

elements in the set is 2, one binary variatﬂ%is required.

Introducing binary variable the constraint will be

E (\”/ar(yjSt )) +Kj, /Var( Var(yig )) < zgl)vj(l) +( 1- zj(l))vj(z)

054”31
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Case (iii) If kj =3, then the constraint will be

E(Var(yjst)) +K; ,[Var(\?ar(yjst )) s{vﬁl) ,vj(z) ,vj(3)}
Out of these three goals, one must be selected.

Since21<kj <22, two binary variableszﬁl) and z}z)are required. S@can be

2 2 2 2
+ or +
Hence there will be restriction on remaining qine., 4- 3) term by introducing

an additional constraint in the problem (10).
In this case two models are formulated with thephafl two binary variables

expressed as

251) and ZEZ) in this manner.
Model (a)
E(\A/ar(Vjst )) +Kj, /Var( Var(yiq ))
<(1-20)(1- 22 )@ +(1- 20) 5P+ 912Dy @
AN +2P<1;0 4V <1,0< 4P <1,
Model (b)
E(\7ar(7jst)) +K, /Var( Var(yg ))

— M) 52,0 L 5Of1-52),, (D45, @, (7,3
5(1 z; )zj Vi7 +z; (l 4 )vj +z; )zj ZQ/J-

AN +27=21;0<4Y <10 AP <1,

Finally, by using EVSD criteria for the objectiveiniction and by applying
transformation techniques discussed above, wehgetallowing problem to be
solved

Minimize{ € (C(n)) +Var (Cm))} = 4 [gehnh] ¥ (1—/1)[21@@]

+\/A2(inﬁa;]+(1—A)2[inhatf,]}
h=1 h=1

Subject to
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E(Var(yjq)) + K; | Var(Var(y;s )) S[Vg_kn] :

and 2<n, < N,; n,must be integer. (11)

Wherek; is the number of choice for the precision j§fcharacteristic. For each

value ofa , we get efficient solutions.

It is also assumed that the population varianamisiown and replaced by the
sample variance. So the constraint in problem {@bD)e

o ZWh(”h 1]2

2 -
hl(”h 1)J h=1

2
+K; [z—hz(cf‘yh—(szh)z)‘ZF(ﬁ(Cﬁh‘(szh)z)ﬂ 5["1 : ]

h=1"h (Np —1) h=1 h

Bayoumiet al.(2005) also suggested that if we apply expectedevatandard
deviation criterion for SBOPP and convert the bjective problem into single
objective problem, then we get the set of non-dateid and efficient soltutions
by gradually increasing the value of. In this way, our objective will be

Min C(n) :)I(ZL:Ehnh + [inﬁaﬁh]]
h=1

h=1

h=1

+(1—A>[it‘h ny + [inhafhn
h=1

Subject to

2
Lo ow? Wi n (kj)
K| S (Ch - (sh)? —[—“ C-“h—(s-%)zﬂ <[}
J[_ ( iyh = (5] ) ~N2 (h_l)z( jyh 715 ) j
and  2<n,<N,; n,must be integer. (12)
5.NUMERICAL ILLUSTRATION

For the purpose of numerical illustration, the dgiteen in table 1, are taken from
Diaz-Garcia and Gary-Tapia (2007), and modifieésoour requirement i.e. for
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multivariate survey. Suppose we have three chasaateler study and the whole
population is divided into four strata.

We assume that the costs are random variables akdown population
variances are replaced by sample variance.

The mean and variance of measurement cqstis=1,2,3,...L ) are assumed as

follows: E(c) =25, E(c,) =23, E(c3) =28, E(cy) =30
Var(c;) = 30, Var(c,) = 25, Var(cz) = 34, Var(cy ) = 32.

Table 1: Stratum Weights, Sample Variances, fourth momemtthe three
characters under study

2 2 2

h Ny Wh Sih $h $3h Cih Coh Cih

1 2500 0.24 0.1694 0.196S¢ 0.1496 0.0884 0.084¢8 0.079¢
2 2300 0.22 8.4317 7.7431 7.3417 330.410¢ 310.604: 320.160¢
3 2800 0.26 0.0972 0.0792 0.0827 0.031¢ 0.040C 0.0391
4 3000 0.28 3.8590 4.580¢ 4.895C 34.1001 36.2314 35.009¢

Similarly the mean and varaiance of travel cagt® =1,2,3,...L ‘are assumed as
follows

E() =15, E(t,) =13, E(t3) =18, E(t,) = 20and

Var() = 20, Var(ty) = 25, Var(tz) = 24, Var(ty) =15
We also assume the multi choice nature of precis@reach characteristic has a

set of choices with acceptable precisions. Theséceh for each characteristic
will be as follows

V(i) <41, vi O v} ={0.015,0.01p

V (Yost) SV2, vzu{vgn,vg),vg@} ={0.018,0.019,0.030

V(¥as) svg,vgm{vgl),vgz),v§3)} ={0.014,0.017,0.0}¢
The constraint satisfying probability‘j) =0.990j=1,2,3

It is supposed that we need a sampling plan to miza& both the costs
simultaneously and which ensures that the estifmteach characteristic can
take only one value from the set of variance spetifas choices for each
characteristic.
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After substituting these values in the problem giire(11) we solve the resulting
problem with the help of LINGO software package 120 By gradually
increasing the value df, we get the results given in table 2.

Table 2: Total cost of the survey for different values.bf

A m om ooz oz 3 % 2 CostC (n)
00 08 67 06 145 O 1 0 1 0 498.21
01 112 72 07 132 O 1 0 1 0 1103.9]
02 11 70 09 131 O 1 0 1 0 1739.1¢
03 11 70 09 131 O 1 0 0 1 2380.21
04 12 73 09 128 O 1 0 1 0 3022.7¢
05 12 73 09 128 O 1 0 0 0 3666.0<
06 12 73 09 128 O 1 0 1 0 4309.7¢
07 12 73 09 128 O 1 0 0 0 4953.6¢
08 12 73 09 128 O 1 0 0 1 5597.77
09 12 73 09 128 O 1 0 1 0 6241.9¢
10 12 73 09 128 O 1 0 1 0 6886.22
Table 3. Total cost of the survey for different valueskgand k,

k ke M om oo oz oz 7 % 7  CosiC (n)
00 10 20 76 18 120 O 1 0 0 1 795.45
01 09 16 73 10 125 O 1 0 0 O 1380.8¢
02 08 14 73 10 126 O 1 0 1 0 1954.87
03 07 14 71 09 128 O 1 0 1 0 2526.3:
04 06 12 73 09 128 O 1 0 1 0 3096.4C
05 05 12 73 09 128 O 1 0 1 0 3666.0%
06 04 11 70 09 131 O 1 0 0 O 4235.4:
07 03 11 70 09 131 O 1 0 1 0 4803.6¢
08 0.2 11 70 09 131 O 1 0 0O O 5371.9¢
0.9 0.1 11 70 09 131 O 1 0 0 1 5940.1¢
1.0 00 11 70 09 131 O 1 0 0O O 6508.4:

If we consider the single objective (quadratic dosiction as given in equation
(2)) at the place of bi-objective cost then theecbye will be to minimize the
function
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L L L L
C(n) =kC +kpy/Var C) = kl[ZEhnh + zt‘h\/EJ + kz[\/(Znﬁaczh + 2 oy H
h=1 h=1 h=1 h=1
Subject to the constraints given in equation (11).

After solving the allocation problem with this obje function, at different

values ofk andk, , we get the results given in Table 3.

DISCUSSION

From the results presented in Table 2; it can b=emnded that the total cost is
increasing with the increment Anand if we are giving equal weightse(A = 0.5)

to both the objectives (measurement cost and trengt) then by applying the
EVSD criteria the incurred cost3s66.05. In the similar manner if we consider
the single objective (i.e. quadratic cost functidh¢n for different values of
kyand k,the cost is inreasing agincreases and at; =k, =0.5; the incurred

cost is 3666.05. This result shows that if we are giving equalf@mence to the

mean value of cost function and the standard dewiaif the cost function then
the cost is same as for bi-objective considerafion equal weights. One

important thing to be noticed here is that in theljective case we are giving
weights to the objective functions and in the sngbjective case we are giving
the weights to the mean value and the standardatii@viof the cost function.

Thus, these results indicate that if the costsranelom then bi-objective cost
function can be used in the place of quadratic ftosttion.

On the other hand, regarding the precision of #tenate, we have the allocation
scheme as:

n=12,n=73,n=9n = 12¢
in both cases i.e., in single objective Bt0.5 and bi-objective ak =k, =0.5.
The values of variances with this allocation schemse

Yig =0.015, Ypq =0.018, Yoy =0.014.

These variances ensure that the estimate of earhathristic takes exactly one
value from the set of choices specified as theigi@t

6. CONCLUSION

The problem of optimal allocation to minimize batle costs (measurement and
travel) simultaneously is formulated as a bi-objecprogramming problem. The
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unitary cost of measurement and travel are corsidas random variables so
both the objectives become stochastic and the g@moldf optimal allocation
reduces to as a stochastic bi-objective programmpircplem. Firstly the bi-
objective problem is converted into a single objecproblem and then EVSD
criterion is applied to solve the problem. A nuroatiillustration is also given for
the purpose of demonstration. A comparison of thiioed results is done with
the results of single objective quadratic cost fioimcand we conclude that the
problem of optimum allocation to minimize the quatdr cost can be treated as a
bi-objective programming problem. In future, thigoeoach can be applied in the
existing literature of quadratic cost function irder to derive the managerial
insights.
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