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ABSTRACT

Many problems have been formulated as bilevel piogning problems in
the field of sciences and industries such as traffissignment,
transportation, signal optimization etc. In paststnof the research work
concentrated on linear bilevel programming in whicte leader and only
one follower are involved and are linear in natame many algorithms and
approaches are well developed to find the globainmapn of the linear
bilevel programming problemsiz. K-th best approach, Kuhn-Tucker
approach etc. This paper considers a particulae cdslinear bilevel
programming with one leader and multiple followeese involved and
there is no sharing information among followers.sbive these problems
Chebyshev (Fuzzy) Goal programming approach is estgd and the
optimal solution is obtained through & LINGO Software. By using a
numerical example it is shown that suggested appradtains the most
appropriate optimal solution.

1. INTRODUCTION

Bilevel optimization problems involve two optimimat tasks (upper and lower
level), in which every feasible upper level solatimust correspond to an optimal
solution to a lower level optimization problem. THailevel Programming
Problem (BLP) is a special case of multi-level pamgming problem with a
structure of two levels, viz., upper level and lovexel. The upper level decision
maker is called the leader's problem and that tweed level is called the
followers’ problem. The follower executes its p@g after and in view of the
decisions of the upper level decision maker. Cérdver the decision variables
is partitioned among the levels but a decisionaldé of one level may affect the
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objective function of other level. The vast majpribf research on bilevel
programming has centered on the linear versionhefgroblem, alternatively
known as the linear stackelberg game. Several sastessful algorithms have
been developed by many authors for this case. &si@ialas and Karwan (1980)
proposed a parametric complementary pivot appréactwo level linear bilevel
programming, Fortuny-Amat, and McCarl (1981) ddsesi the representation
and economic interpretation of two level linearelédl programming problem,
Candler and Townsley (1982) & Bialas and KarwarB@)dntroduces Two level
linear bilevel programming problem, Hansen and Jadn{1992) gives new
branch and bound rules, Séi al (2005, 2005b) extended the Kuhn-Tucker
approach and th-best approach apart from them some other aatvbo have
contributed in this area are Wehal. (1991), Colsoret al. (2005), Lucaeet al
(2008), Dempe and Dutta (2012), and many others.

For xOXOO",yOYOO™F:XxY - O%and f:XxY - 0% the general
linear bilevel programming problem (LBLPP) can bdtten as follows:
minF(x,y) =¢,x+d,y
subjectto Ax+B,y<b,
min f (x,y) =c,x+d
w (% y) =¢, 2y

subjectto A,x+ B,y <bh,
where
c,c, 00", d;,d, 00", b 00, b,00O9,
A OOP", B OO, A O00%, B,OO%™M,

Bilevel programming problems occur in diverse aggiions, such as
transportation, economics, ecology, engineeringahdrs.

BPP mainly deals with one leader and one followemrigion problems but in real
life it is possible that multiple followers’ mayvalved in decision making at the
lower level. Some authors who worked in this aneaGalvete and Gale (2007),
Ansari and Rezai (2011), Taran and Roghanian (28d8)others.

Aim of this paper is to explore the linear bilevaullti-follower programming
(LBLMFP) problem with no sharing information amornige followers’. To
derive the optimal solution of linear BLMFPP Cheliyg goal programming
approach is suggested. Chebyshev goal programriGd) was introduced by
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Flavell (1976). It is known as Chebyshev goal pangming because it uses the
underlying chebyshevl(,) means of measuring distance. That is, the maximal

deviation from any goal, as opposed to the sumlalewviations, is minimized.
For this reason CGP is sometimes termed as Minnm@ad grogramming.
Recently this approach is used by authors in diffefields such as Khowagt
al. (2012) apply this approach in the field of samgletc. It has the potential to
give the most appropriate solution of the lineaBIPP by converting it into
single objective problem i.e. CGP model. The CGPdehds solved by an
optimization software LINGO (2013) whereas best amst solution of each
objective function is obtained by R (2011) software

The paper is organized as follows: Section 2 dsesighe linear bilevel multi-
follower programming problem. In section 3 we présthe Chebyshev Goal
Programming approach for solving linear BLMFP pesbl In section 4,
numerical example is illustrated for better undarding. Section 5 presents the
comparative study and finally, section 6 providee tonclusion and Future
work.

2. LINEAR BILEVEL MULTI-FOLLOWER PROGRAMMING
PROBLEM (LBLMFP)

For
xOX OO",y OY, 00™,F: X xY, x-xY, - O
and f,: X xY, » O%i=1..,Kk,

a linear BLMFP problem in whiclk (k = 2) followers are involved and there is

no sharing information among them except the leadgrgiven (Lu,et al
(2005)):

k
MinF (X, ¥1,.... i) =cx+ > dgy,

s=1

k
subjectto Ax+ Y By, <b (1)

t=1
';{'D'? f,(xy)=cx+ey,
subjectto Ax+C,y, <b
where
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cO0", ¢, 00",d 00™,e OO™, bOOP, b OO,
AOOP™, B O0P™ A DO%" C 000%™, i=12... k.

All followers have individual objective function drconstraint, since there is not
sharing variables among followers.

Basic definition for linear BLMFP solution given hy et al, 2005 is given as:
(a) Constraint region of the linear BLMFP problem:

k
S={(X, Y1r-r Vi) OX XY, X XY, , AX+ D By, <b, Ax+Cy, <b, O i},

t=1
The linear BLMFP problem constraint region refersall possible combinations
of choices that the leader and followers may make.
(b) Projection ofSonto the leader’s decision space:

k
S(X)={xOX:0y, OY;, Ax+ > By, <b, Ax+Cy, <b, O i}.

t=1
Unlike the rules in uncooperative game theory wesreh player must choose a
strategy simultaneously, the definition of BLMFP aebrequires that the leader
moves first by selecting anin attempting to minimize his objective subjecting
to constraints of both upper and each lower level.
(c) Feasible set for each followé&rxOS(X ):

S ={y, 0Y, : (X, yy,....,¥) 08}, 1=12,... .k
The feasible region for the follower is affected the leader’s choice of x, and
allowable choices of each follower are the elemeht.
(d) Each follower’s rational reaction set faf1S(X ):

P (x)={y, OV 1y, Dargmin[f, (x,%,): ¥, OS (¥}, i=12....k,
whereargmin[f; (x, ¥;): ¥ 0S ()] ={y; DS (¥): fi(x y)< fi(x %), ¥ OS (X}.T
he followers observe the leader’s action and simaiously react by selecting
from their feasible set to minimize their objectiuactions, respectively.

(e) Inducible region:

IR={(X, Y1, ¥ ) - (X, Yps--, V)OS, y, OR(X),1 =12,..., K}
To ensure the optimality of (1), following assungptis given.
(i) S is nonempty and compact.
(ii) For decisions taken by the leader, each follovesr $ome room to respond;
ie, P(x)Zg.
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(i) P (x) is a point to point map.
Thus the linear BLMFP problem in terms of the aboetations can be written as
min{F (X, ¥y,---, Vi) - (X Vi, Vi) O IR} (2)

3. CHEBYSHEV (FUZZY) GOAL PROGRAMMING APPROACH

There are numerous forms of Chebyshev goal programimit we restrict our
coverage to just one for the solution of linear BER problem. The notion of
chebyshev goal programming is that the solution Bbisgthe one that minimizes
the maximum deviation from any single soft goal.tuReing to our linear
BLMFP problem, one possible chebyshev goal programgminodel is as
follows:

Min o
k
subjectto Ax+ Y By, <b
t=1

Ax+Cy, <b, 3)
02 (F(X Yp,-.u Yi) ~U) /U - Ly)
oz(fi(xy)-U)/U;, -L)
o, % Y20 i=22...,k
where

U, = the worst possible value for objectike

L, = the best possible value for objectke

0 = a dummy variable representing the worst deviatigalle

F(X, ¥;,..., ¥x) = the value of the function representing the leddsective.
f; (X, y;) =the value of the function representing the follosig@roblem.

4. ANUMERIC EXAMPLE

Let us give the following example given by Stial (2005) to show how the
Chebyshev goal programming approach works. Congtaerfollowing linear
BLMFP problem
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MinF(X,y,2) =x-2y -4z

xOX

subjectto —x+3y<4
-X+z<1
Min fi(xy)=x+y

subjectto x-y=<0 (4)
-x-y<0
I\y/Ilen fo(X,y)=x+2z

subjectto x+z<4
2x—-5z<1
2x+z=21
For formulating the Chebyshev GP model we havebtain the bestl() and

worst (Uy) solution of the leaders’ objective and followengjective functions as
follows:
L, =minF(x',y,z) and U, =maxF(x,y ,z)
L, =minf (x,y,z) and U, =maxf, (x,y,z); k=12
Ideal solutions are obtained by R (2011) softwaréaking one objective at a
time subject to the system constraints as
> library(IpSolve)
> f.obj <- c(1, -2, -4)
> f.con <- matrix(c(-1, 3,0,-1,0,1,1,-1,0Q,-1,0, 1,
+0,1,2,0,-5,2,0, 1), nrow = 7, byrow = TRUE)
> f.dir <- ¢("<=", "<=", "<=", "<=" <=t <= > =)
>frhs<-¢(4,1,0,0,4,1,1)
> |p("min", f.obj, f.con, f.dir, f.rhs, int.vec=1)3
Success: the objective function is -10
> Ip("min®, f.obj, f.con, f.dir, f.rhs, int.vec=1)$solution
[1]1222
> f.obj <-c(1, 1, 0)
> |p("min", f.obj, f.con, f.dir, f.rhs, int.vec=1)3
Success: the objective function is 0
> Ip("min®, f.obj, f.con, f.dir, f.rhs, int.vec=1)$solution
[1]001
> f.obj <-¢c(1, 0, 1)
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> |p("min", f.obj, f.con, f.dir, f.rhs, int.vec=1)3

Success: the objective function is 1

> |p("min", f.obj, f.con, f.dir, f.rhs, int.vec=1)$solution

[1]001

Similarly, by maximizing the objective functionsethworst solutions can be
obtained. Hence the best and worst solutions fahelobjectives are:

L, =-10 and U, =-4} Leadersproblem
L,=0 and U, =4}
Followersproblem
L,=1 and U, =4
Now the Chebyshev goal programming model will be:
Min o
subjectto —x+3y<4
-X+2z<1
x—-y<0
-x-y<0
2x—-5z<1
2x+z21
0=2(x—-2y—-4z-(-4))/6
J0=(x+y-4)/4 5)
0=2(x+z-4)/3
and 0,%Y,220
Above model is solved by LINGO (2013) software astatains the following
optimal solution

X,y Z)= (111 with F*=-5 f =2 f; =2
5. COMPARATIVE STUDY

The derived solution is compared with the solutdrshiet al (2005), in which
K-th best approach (algorithm of four steps) is usesblve the linear BLMFPP.
The solution is derived in four loops as follows:

(X',y,Z))= (22,06) with F" =-44, f =4, f, = 26.
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6. CONCLUSION AND FUTURE WORK

In this paper, theoretical properties of linear BERPs are not discussed because
it is already discussed by other authors in pasits Ppaper is designed to suggest
a new approach for solving linear BLMFPPs in whitlkere are no sharing
variables except the leaders’. Suggested CGP agiprqarovides most
appropriate optimal solution simply by convertifg tinear BLMFPP in single
objective problem and this is illustrated throughnamerical example and
compared with the Shdt al. (2005)’s optimal solution which is obtained Ky

th- best approach. For a clear view and understgnsiolutions from both the
approaches are summarized in the Table below:

Table 1: Optimal solution

Approaches X y 7 F fl f2
Chebyshev Goal Programming 1 1 1 -5 2 2
K th-best 2 2 0.6 -4.4 4 26

The further study of the research can be basedxploreng the utility of the

proposed approach by solving linear BLMFPP with entitan two followers’

and also for linear bilevel multi-follower prograrimg problems in which there
are sharing variables among followers’.
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