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ABSTRACT 

In this paper, a modified version of intervened geometric distribution is 

considered and study some of its properties. Certain methods of estimation of the 

parameters of the distribution are also discussed and illustrated using a real life 

data set. 

 

1. INTRODUCTION 

Geometric distributions are widely used in many areas of scientific research. For 

details see Johnson et.al (1992). Shanmugam (1985) introduced the intervened 

Poisson distribution ( )IPD  as a modification of positive Poisson distribution. 

The IPD of Shanmugam (1985) has been found applications in several areas of 
scientific research such as reliability analysis, queuing problem, epidemiological 

studies etc. Interventions provides informations on effectiveness of various  

preventive actions taken in the areas of medical science, health etc. The IPD  

has been studied further by several authors such as Shanmugam (1992), Huang 

and Fung (1989), Dhanavanthan (1998, 2000), Scollink (2006), Kumar and 

Shibu (2011, 2012, 2013) etc.  

Bartolucci et al. (2001) developed a geometric model suitable for cardiovascular 

studies through the following probability mass function which we called as the 

intervened geometric distribution ( )IGD ,  
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( ) ( )( ), 1 1ρ θ θ ρθΛ = − −  

In this paper we develop the modified intervened geometric distribution 

( )MIGD  in which two intervention parameters are included. If the value of the 

second intervention is zero then the MIGD becomes  the intervened geometric 

distribution. The paper is organized as follows. In Section 2, we present a model 

leading to MIGD  and obtain expression for its probability mass function, mean, 

variance and factorial moments. We also obtain a recurrence relation of 

probabilities of MIGD . In Section 3, we consider the estimation of parameters 

of MIGD  by various methods of estimation such as method of factorial 

moments, method of mixed moments and method of maximum likelihood.  In 

addition the distribution is fitted to a real life data set. 

We need the following series representations  in the sequel. 
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2. THE MODIFIED INTERVENED GEOMETRIC 

DISTRIBUTION 

Let Y  be a random variable having intervened geometric distribution with 

following   probability mass function, in which   

( ) [ )1 11,2,3.... 0,1 , 0, , 1 0y θ ρ ρ= ∈ ∈ ∞ ≠ > 1
1.ρ θ ≤
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The characteristic function ( )Y
tϕ  of Y  is the following, for any ( ),t R∈ = −∞ ∞  

and 1i = − .         

( ) ( ) ( ) ( )
1 1

1, 1
1 1it it it

Y
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Let Z  be a random variable having geometric distribution with following 

probability mass function in which  

( ) [ )20,1,2,.... 0,1 , 0,z θ ρ= ∈ ∈ ∞    and  
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The characteristic function ( )Z
tϕ  of Z  is the following, for any 

( ),t R∈ = −∞ ∞  and 1i = − . 

( ) ( )( )
1

2 21 1 it

Z t eϕ ρ θ ρ θ
−

= − −                          (2.4) 

Assume that Y  and Z  are statistically independent. Define 2X Y Z= + . Then 

the characteristic function  ( )X
tϕ of X is 

( ) ( ) ( )2

X Y Zt t tϕ ϕ ϕ=                                           

       ( ) ( ) ( ) ( )
1 1 1

2

1, 2 1 2
, 1 1 1 ,it it it it

e e e eγ ρ ρ θ θ ρ θ ρ θ
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(2.5)

 

where    

( ) ( )( )1 2 1, 2, , 1 .γ ρ ρ θ ρ θ ρ θ= Λ −  

The distribution of a random variable whose characteristic function is (2.5) is   

called the modified intervened geometric distribution or in short  “the MIGD ”. 

On replacing 
it

e
  
by s in (2.5) we get the probability generating function  ( )pgf   

of X  as 

( ) ( ) ( ) ( ) ( )
11 1 2
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Clearly  

(1) 1.
X

P =  

Result 2.1  Let X  follows  MIGD  with pgf  (2.6). Then the probability mass 

function ( )1 2
; , ,g x ρ ρ θ  of  MIGD  is 
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where    
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( )1 2, ,γ ρ ρ θ
    

is  defined in  (2.5). 
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Proof follows from expanding (2.6) in terms of s and equating co-efficient of   

sx. 

Remark 1. When 
2

0ρ =   and 
1

ρ ρ=  (2.7)  reduces to the pmf  of  the IGD  as 

given in  (1.1)   

Result 2.2  For any positive integer k , the k th−    factorial moment ( )
/

k
µ  of 

MIGD  is 
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Proof. The factorial moment generating function ( )
X

G t  of MIGD   with  pgf   

(2.6) is 
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On equating coefficient of 
!

kt

k
 on the right hand side expression of (2.9) and 

(2.10) we get (2.8) 

Remark 2  For particular values of  1,2,3k = in (2.8), we get the first three 
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factorial  moments of MIGD  as

               
( )
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Result 2.3 The mean and variance of MIGD  is 

Mean =  4 32δ δ+               (2.12) 

and 

Variance =  ( ) ( )5 4 4 3 32 1 4 1δ δ δ δ δ+ − + +          (2.13)
    

     

Proof follows from the relations 
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Result 2.4 The following is a simple recurrence relation for probabilities 
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in which    

0 0,g =

  
( )1 1 2

, , .g γ ρ ρ θ=  

Proof. From (2.6), we have 
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On differentiating (2.15) and (2.16) with respect to s  we get the following
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Now applying (1.2) and (1.3) in (2.17) we obtain 
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On equating coefficients of  
x

s
 
 on both sides of (2.18) we get  (2.14). 
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3. ESTIMATION 

Here we discuss three methods of estimation such as method of factorial 

moments, method of mixed moments and method of maximum likelihood. 

Method of factorial moments 

In method of factorial moments, equate the first three factorial moments of 

MIGD  to the corresponding sample factorial moments say  /

1 ,m
/

2 ,m and /

3m  and 

thus we obtain the following system of equations: 

/

4 3 12 mδ δ+ =               (3.1)

 

 

( ) /

5 3 4 3 3 22 4 2 1 4 mδ δ δ δ δ+ + + =          (3.2)
                                                       

( ) ( )2 3 /

6 3 5 4 3 3 3 3 3
6 12 4 24 1 2 mδ δ δ δ δ δ δ δ+ + + + + =      (3.3)

                            

where 
3δ  is given in (2.8) and 4,δ

5 ,δ 6δ
 

are given in (2.11). Now the 

parameters of MIGD  are estimated by solving the non- linear equations (3.1), 

(3.2) and (3.3).
 

Method of mixed moments 

In method of mixed moments, the parameters are estimated by using the first 

two sample factorial moments and the first observed frequency of the 

distribution. That is, the parameters are estimated by solving the following 

equation together with (3.1) and (3.2). 

( ) 1
1 2,,

p

N
γ ρ ρ θ =              (3.4) 

             

where  ( )1 2,,γ ρ ρ θ   is defined in (2.5), 1
p  is the observed frequency of the 

distribution corresponding to the observation 1x =  and N  is the total 

frequency. 

Method of maximum likelihood 

Let ( )a x be the observed frequency of x  events, y  be the highest value of x 

observed. Then the likelihood function of the sample is 

[ ]∏
=

=
y

x

xa

xgL
0

)(
   where   ( )θρρ ,,; 21xgg x =          

 (3.5)
 

which implies 
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y
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xgxaL
1

log)(log                                                                (3.6) 
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Let 1ρ̂ , 2ρ̂  andθ̂  denotes the maximum likelihood estimates of 1ρ , 2ρ  and θ  

respectively. Now  1ρ̂ , 2ρ̂ and θ̂ are obtained by solving the normal equations 

(3.7), (3.8) and( 3.9) given below. 
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( )
0
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∂
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( )
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=

y

x r
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1 21
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y
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4. CONCLUDING REMARKS 

Here we have fitted both IGD and MIGD to a real life data set which is given in 

Table 1 by method of factorial moments, method of mixed moments and method 

of maximum likelihood. The data considered is related to the observed 

frequency of 60 cases of IPF among 208 siblings in 100 families with a COPD 

patient (cf. Liang et.al, 1992). By using MATHCAD software, we have also 

computed expected frequencies, Chi-square values and P-values. Based on Chi-

square values and P-values we can observed that MIGD gives better fit than 

IGD. 

Table 1: The observed frequencies (
i

O ) of 60 cases of IPF among 208 siblings 

in 100 families with a COPD patient (Liang et.al, 1992) 

Expected frequencies by the method of 
 Factorial moments Mixed moments            

 

Maximum likelihood 

No 

of 

sibli

ngs 

i
O  IGD MIGD IGD MIGD IGD MIGD 

1 

2 

3 

4 

5 

Tota

l 

48 

23 

17 

7 

5 

100 

46.9 

26.4 

13.4 

6.7 

6.6 

100 

45.7 

27.5 

14.5 

6.8 

5.5 

100 

48 

26.2 

13.1 

6.5 

6.2 

100 

48 

25.8 

14.2 

6.7 

5.3 

100 

46.8 

27.1 

13.5 

6.5 

6.1 

100 

44.9 

27.6 

15.2 

7 

5.3 

100 

Esti

mate

d 

valu

e of 

para

mete

rs 

ρ̂ =7.78 

ˆθ =0.064 
1ρ̂ =0.38 

2ρ̂ =0.065 

ˆθ =0.436 

ρ̂ =0.105 

ˆθ =0.494 
1ρ̂ =0.041 

2ρ̂ =0.236 

ˆθ =0.467 

 

ρ̂ =4.969 

ˆθ =0.097 
1ρ̂ =1.864 

2ρ̂ =0.214 

ˆθ =0.215 

 
 

hi- 

squar

e 
value 

1.832 1.334 1.823 0.886 1.795 1.211 

p-

value 
0.767 0.855 0.768 0.927 0.773 0.876 
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