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ABSTRACT

Consider the simple linear regression model errors are i.i.d. with logistic
distribution. This paper deals with the estimation and tests of hypothesis regarding
the parameters, 6=(4,,/,0) based on a few "regression quantiles” introduced by

Koenker and Bassett (1978). The question of optimum regression quantiles is
addressed for the problems. Further, estimation of the conditional regression
function is also considered along with the related optimum regression quantiles. In
every case the optimum spacings are independent of the design matrix.

1. INTRODUCTION
Consider the simple linear regression model:
Y, =B,+B,x,+0z, (=12,..n)

where z;,2;,....2;, are ii.d.errors with logistic distribution,

eI B+ e V32 —coc s < oo

It is well known that least squares estimators (L.S.E.) of regression parameters

are unbiased with minimum variance and the quadratic estimator of o’ is
optimal in general. For the maximum likelihood estimators (M.L.E.) the Fisher

information matrix for the parameter 0= (B,,B,,0) is given by the 3x3
matrix:
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In this paper we consider the estimation of, 8= (B,,B,,6) based on a few
selected regression quantiles (RQ) which is an extension of the sample
quantiles in the location-scale model (See, Balakrishnan (1992), David and
Nagaraja (2003), Hassanein (1969), Saleh and Adatia (2009) and Saleh,
Hassanein and Brown, (1994)).

The objective of this paper is to basically, obtain (i) asymptotically best linear
unbiased estimator (ABLUE) of ©0=(B,,B,,0) based on k (3<k<n)
optimum regression quantiles, (ii) propose test-statistics for jointly testing
(Bo, ,31,0')' under local alternatives and discuss the related optimum spacings
and finally, (iii) propose (ABLUE) of a conditional quantile-function,

y(&) = By + Pixo + Gﬁln(cf(l— E™,0<E<1 and related optimum spacings.
T

Thus, as a first step, we assume that n is large and

n nx

lim x, =x and li -1 1 ) ! x

mx,=x and limn | _ 2= _ _

n—soo | n—>00 Xn in X s2+x2
i=1

Let u= ﬁln A
T (-4
corresponding to the spacing A(0<A<1) and let gy(A)=-7A(1-A)/ J3 be

the corresponding density quantile function. Further, let on k (3<k <n) be a

be the quantile-function of the logistic distribution

fixed integer and consider the spacing vector ﬂ:(ﬂl,m,ﬂk)' satisfying the
0< 2,1 <""’2’k <1.

Now, following Koenker and Bassett (1978) we obtain the k regression quantiles

B =By () By M), j= 0,1 by minimizing
260, (vj=Bo=Bixj)
j=1

where
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E(2) =|AZ > 0)+(1- HI(Z < 0)}
with I(A) as the indicator function of set A. Thus, using Theorem 4.2 of
Koenker and Bassett (1978) we see that the 2k-dimensional random variable
Wn(Bon (D= Folg=ou) An(B,M)~BL))

converges in law (n —>o0)to the 2k —dimensional normal distribution with
mean ( and covariance matrix

_ -1
c? ! * ®Q
7 2432

=
A
+

min(/l,- ,ﬂ])—lllj
(- A)1-4;))

]] and 1k=(1,1,...,1)' a k—tuple of ones and

u=(u,uy,..u) andu;, =In(1-4,)7, j=1,....k

These results will be used in the subsequent sections.

2. JOINT ESTIMATION OF (5., 3,.0)
We obtain the (ABLUE) of ([, ,6’1,0')' minimizing the quadratic form
[ﬁ()n M- ﬂ()lk - O‘ll] Q' [ﬁ()n - ﬂo lk —ou]
+2E[l§0n M- ﬁo lk - O‘ll] Q" [ﬁln M- ﬂllk]
+(Sz + fz )[ﬁm M- ﬁl lk ] Q" [ﬁln M- ﬂllk ]

with respect to /3, f; and o to obtain the normal equation

Ko, =V
Where
K, XK, K,
K=|xK, (s’+X)K, K,
K, XK, K,

with
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Vo =Zo+XZy, Vi =xVo+5°Z, Vo =Zo+XZ,

z,=1,9%,. 7z —u@’h,. j=o1

jn?

and A=K K, —K32. The explicit form of K{,K, and K3 are given by

k+1
K= Z_ 7[2 (2’1 - Zi—l)(li - Zi—l = 1)2
i=1
B (A (A = DI /(1= 4) = Ay By =Dy 1= %))

K, =
2 ,é (4 = 24i-1)

k+1

Ky= Z%(/L- + A =D& (A =D In(A; /(1= 4))

i=1
= A1 (Ao =D In(Aiy /(1= 4)))
with 4y =0 and A, =1

Now, as n — o the asymptotic distribution of

Wn(Bon = Bo)sNn(Biy = B (G =0,

follows the 3— dimensional normal distribution with mean 0 and dispersion

matrix 6°K™' where |K|:s2 K{A. Hence, the joint asymptotic relative
efficiency (JARE) of 6’: relative to the MLE , say gn is given by

729K,A

JARE(8, :6,) =——1=>-,
773+7x°)

Thus, in order to determine the optimum spacings for ABLUE of (4, ,81,0')',

we maximize K;A with respect to 4,4,,...,4; The optimum spacings and

JARE(&: 16, )are given in Table 1 for k =3(1)10.

Table 1: Values of JARE (6’: : 5}1 )and Optimum Spacings for Selected k = 3(1)10
JARE A ) A A4 As

0.5384 0.1381  0.5000  0.8619

0.6649 0.0895  0.3331  0.6669 0.9105

0.7471 0.0611  0.2348  0.5000 0.7652 0.9389

0.8030 0.0433  0.1718  0.3787 0.6213 0.8282

0.8425 0.0317  0.1294  0.2925 0.5000 0.7075

0.8713 0.0239  0.0998  0.2302 0.4041 0.5959

0.8929 0.0184  0.0784  0.1841 0.3297 0.5000

0.9095 0.0144  0.0626  0.1495 0.2719 0.4206
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JARE % A7 A Ao Ao
0.5384

0.6649

0.7471

0.8030 0.9567

0.8425 0.8706 0.9683

0.8713 0.7698 0.9002 0.9761

0.8929 0.6703 0.8159 0.9216  0.9816

0.9095 0.5794 0.7281 0.8505 09374 0.9856

3. TEST OF HYPOTHESIS ON (5. 3,.0)

In this section, we consider the joint test of hypothesis:
' 0 p0 0y
Hy:(fy.f1.0) =(By.fBr.0")
against
' 0 p0 0y
H p:(By. p1.0) #(fy.fr-0)

based on ﬁjn =B;, (&) e B, () ,(j=01) where (,B(()), 10,0'0) is a
specified vector. In this context, our objective is to assess the asymptotoic

relative efficiency (ARE) of a test based on (,85‘,1, ,81*,1,0':*)' relative to a test

based on ( ,Eon, ,Eln,ﬁn)y. It is shown that the optimum spacings for this problem
remains the same as in the estimation problem.

We now define the test statistics Q:: for testing H(y against H 4 as follows:
0, = n(0”) 2 (Ki(fyn ~ 0)* + Ka(0,, = 0% + (5> + K (B, = A
— k k - K *
+ 23K, (Bon ~ 500 (Bin = B + 23K3 (B~ B (0, = o)
+2K3(Bon ~ A0~ 0”)

Then, the test function is defined by

1 ifQZZQZ,a}

0 otherwise

¢<Q;>={
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Now under Hy, Q; follows a central chi-squared distribution with three degrees

of freedom (DF) , and we take Q, o = 734 which is the upper a% —rile of the
chi-squared distribution. Similarly, we consider test-statistics based on
0 = (B, B, 0,) isgiven by

o 2 B o 2 2 _ B
0, = n(oo)‘z(”g(ﬁon —ﬂo)zj{e +9”) @, —00)2]+”9(s2 + 32 Bin - B)*

22° _ =2 Zoy 7z 70
+Tx(ﬂ0n - IBO Y B = B)
giving the test-function

¢(§,,)={1 T ZQ'W}

0 otherwise

As in the case Q;,Qn follows a central chi-squared distribution with three DF

under H( and @n,a = ;(32 o as before.

To find the asymptotic distribution of Q;(Qn) under H,, we consider a
sequence of local alternatives {An}, where

0., -1/2 0, -1/2¢ = 0, ~1/2
Ay = Loy +Po+n "6y, By =B +n 0, Q=0 +n 76

where § = (50, J,, 52) #(0,0,0) is some fixed real vector in RZxR™ . Using the
asymptotic distribution of ( ,Bgn, ,Bl*n,an*)' and (B, :Eln’an)' under {4,}, we

find the asymptotic distribution of Qn* and an follows the non-central chi-

squared distribution with three degrees of freedom and the non-central
parameters.

A = §'Kd/ (6°)?and A= TS /(c°)?

respectively. To compare Qn* and én we note that the classical Pitman ARE

result is applicable since the tests have same size & and similar non-central chi-
squared distribution. So using Puri and Sen (1971) we obtain

« — 0K
ARE[Q,, : =—Q
[Qn:On ] 5To

By Courant-Fisher theorem (Rao (1973) the extremes of the ratio of two
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quadratic forms in § are given by

Chyyiy (KIT) < 65'11( : < Chy,y (KT

where Chy,, (A) and Chy,,c(A) are minimum and maximum characteristic
roots of A. In this case,

9K, 9K,
R 0 2
T B+77)
&ry=o K 9K
2 GB+7%)
9K 9K,
2 0 2
(3+7%) (3+7%)
Further,
729K, A
-1 1
‘KI ‘ e
rtG+7?)

which is same as the JARE expression. Thus the optimum spacings are the
same as the estimation problem.

4. ESTIMATION OF CONDITIONAL REGRESSION
QUANTILES

Consider the conditional regression quantiles

Q(§)=,30+,31x0+0'gln(§(1—§)_l),0<§<1

where xpand & are specified. We can estimate Q(&) using the two estimators

of (fy.5,0) namely (Bo,.Bin-07) and (Boy. Bin-Ty) vielding
04(£) = Bou+ Bin¥o + 0, gln(cf(l -5

and
0, (&)= By, + B0 + 5, gln(cf(l 5™

with the respective asymptotic variance given by
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2 V3

Var[Q, (&)1 = “7 'K, 1=(Lx, 71n(&(1—&)‘1))'

and
2
VarlQ, (&)1=2-1171,
n

The ARE of Q:(cf) relative to Q,, (&) is then given by
AREIQ(©): Q&) = 1k
I K™l

where
Ch,;,(KI'") < ARE[Q, (§): Q, (§)] < Ch,, (KI'™")

Thus, the optimum spacings of the k regression quantiles are the same as the
spacings for the estimation and testing problems.
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