
Aligarh Journal of Statistics 

Vol. 26 (2006), 57-64 

 

A GENERALIZED ESTIMATOR OF POPULATION MEAN USING 

AUXILIARY INFORMATION IN GENERAL SAMPLING DESIGN 
 

Vyas Dubey 

 

ABSTRACT 

A modified estimator of population mean using auxiliary information under 

general sampling design is proposed and its properties are studied under PPS 

sampling. It is seen that the proposed estimator is considerably more efficient than 

exiting estimators. Numerical illustration has also been included. 

 

1. INTRODUCTION 

In sampling strategies use of auxiliary information is known to increase 

considerably the precision of the estimator. Let ),,,( 21 NUUUU L=  be a finite 

population of size N , y  and x  be study and auxiliary variables defined on U , 

Y  and X  be respectively population means of  y   and  x  . Then for estimating 

population mean Y  Hansen et al. (1953) proposed a difference type estimator 

 )( xXyyd −+= β                  (1.1) 

y  and x  are sample means of  y  and x  based on a sample of size n  drawn  

from U  by simple random sampling, β  is the population regression coefficient 

of y  on x . Bedi and Hajela (1984), Jain (1987) and Rao (1991) studied a 

weighted estimator 

 )(211 xXyyw −+= αα                (1.2) 

for 12 αβα = , 12 1 αα −=  and 121 ≠+ αα  respectively. The estimator 1wy  

has greater precision over  dy   for small sample sizes. Dubey and Singh (2001) 

proposed 

 Xxyyw )1( 43432 αααα −−++=             (1.3) 

with the restriction that the sum of coefficients of y , x  and X  in dy  is unity. 

Dubey and Kant (2001) considered a more general estimator 

 Xxyyw 765653 )1( ααααα −−++=            (1.4) 
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Here iα , 7,,2,1 L=i  are constants. For specific choice of 7α , the estimator 

3wy  performs better than all the above estimators. 

Dubey (2003) further extended the idea for general sampling scheme and 

studied its properties under PPS  and stratified sampling. Let Y
ˆ

 and X
ˆ

 be 

unbiased estimators of Y  and X  under any sampling design. The estimator 
discussed by Dubey (2003) is 

 XXYYw )1(
ˆˆˆ

9898 αααα −−++=              (1.5) 

In section 2, we propose a more general estimator of Y  analogous to (1.4) and 

study its properties. 

2. PROPOSED ESTIMATOR AND ITS PROPERTIES 

The proposed estimator of  Y  is 

 XXXYYg 3121 )1()
ˆ

(
ˆˆ λλλλ −+−+=             (2.1) 

where iλ , 3,2,1=i  are suitable constants. If 03 =λ , gY
ˆ

 reduces to 

 )
ˆ

(
ˆˆ

211 XXYYg −+= λλ                (2.2) 

and for 11 =λ , gY
ˆ

 reduces to  difference type estimator 

 )
ˆ

(
ˆˆ

2 XXYYD −+= λ                 (2.3) 

which was considered by Sarndal et al. (1992). The suggested estimator has bias 

 )()1()
ˆ

( 31 XYYB g λλ −−=               (2.4) 

and mean square error 

 2
3

2
121

2
2

2
1 )()1()

ˆ
,

ˆ
(2)

ˆ
()

ˆ
()

ˆ
( XYXYCovXVYVYM g λλλλλλ −−+++=  

                      (2.5) 

The optimum values of 1λ  and 2λ , for which )
ˆ

( gYM  will be minimized, are 

given by 

 
gC+

=
1

1
10λ                   (2.6) 

 1020 λβλ g−=                   (2.7) 
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where 
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= , gρ  and gβ  are correlation and regression 

coefficients between Y
ˆ

 and X
ˆ

. For such choices of constants, )
ˆ

( gYM  reduces 

to 

 
)1(
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−
=

ρ
               (2.8) 

We note that as 3λ  tends to XYR /= , )
ˆ

(0 gYM  tends to zero. In this case  

10λ  and 20λ   also tend to zero, and the estimator gY
ˆ

tends to Y . But it is 

difficult to find the exact value of 3λ  as it depends upon Y . However, in 

section 3, some values of 3λ  are suggested for which the proposed estimator 

records its superiority over existing estimators.  

3. EFFICIENCY  COMPARISIONS 

The minimum MSE  of DY
ˆ

, 1
ˆ
gY  and wY

ˆ
 are respectively as follows 
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ˆ

()
ˆ
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0 gD YVYV ρ−=               (3.1) 
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where  
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Comparing (2.8) with (3.1), (3.2) and (3.3) we have 

 )
ˆ

()
ˆ

( 00 Dg YVYM <  if 03 ≥λ               (3.4) 

 )
ˆ

()
ˆ

( 100 gg YMYM <  if R20 3 << λ            (3.5) 

 )
ˆ

()
ˆ

( 00 wg YMYM <  if 121 3 −<< Rλ  

       or 112 3 <<− λR            (3.6) 
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Thompson (1968) used guessed value of Y  for estimating Y . Let minY  be 

minimum value of Y  which may be guessed from past data or repeated surveys. 

Let 

 
X

Y
R min

)1( =  

Then replacing R  by )1(R  in (3.5) and (3.6), a value of 3λ  may easily be 

obtained for which the proposed estimator is more efficient than others. 

4. CHOICE OF 10λ  AND 20λ  

Let gβ̂  be a sample estimate of  gβ . Sarndal et al. (1992) proposed regression 

type estimator under any sampling design as 

 )
ˆ

(ˆˆˆ
XXYY gglr −+= β                 (4.1) 

which has  MSE  

 )1()
ˆ

()
ˆ

(
2
gglr YVYM ρ−=               (4.2) 

upto the first order of approximation. Let gV̂  be a consistent estimate of  

)
ˆ

( glrYM . Noting that 

 2
3

2
3 )()

ˆ
()

ˆ
( XYYMXYE glrglr λλ −+=−           (4.3) 

the estimates of  10λ  and 20λ   are given by  
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1ˆ

XY

V

glr

g

λ
λ

−
−=                (4.4) 

 1020
ˆˆˆ λβλ g−=                   (4.5) 

Therefore another estimator of Y is given by 

 
)

ˆ
(

ˆ
ˆˆ

3

*

XY

V
YY

glr

g
glrglr

λ−
−=               (4.6) 

where  3λ  is taken such that the estimator 
*ˆ
glrY exists. Let 

 1
ˆ eVV ng +=  
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 2
2

3
2

3 )
ˆ

()
ˆ

( eXYEXrY glrgl +−=− λλ  

where )( 2−+= nOVV gn , )(0)( 21 eEeE == . Let 12 <e  so that terms with 

second and higher powers of 2e  may be neglected. We find that the 

estimator
*ˆ
glrY   is as efficient as gY

ˆ
 upto first order of approximation. 

5. SPECIAL CASE: PPSWR PROCEDURE 

Whenever the units are taken with probability proportional to size with 

replacement )(PPSWR  procedure, we have 

 ∑
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i i
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1ˆ
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where ip  is the probability of selecting −i th unit from the population 

For 11 =λ  and ppsβλ −=2 , gY
ˆ

 reduces to Tripathi (1969) type estimator 

 )()( ppsppsppsppsD xXyy −+= β              (5.1) 

where 
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Furthermore gY
ˆ

, 1
ˆ
gY , wY

ˆ
 reduce to 

 XXxyy ppsppsppsg 3121)( )1()( λλλλ −+−+=         (5.2) 

 )(21)(1 Xxyy ppsppsppsg −+= λλ             (5.3) 

 Xxyy ppsppsppsw )1( 2121)( αααα −−++=          (5.4) 
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Also (2.8), (3.1), (3.2) and (3.3) reduce to 
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Again 
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glrY  is obtained as                                  
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where 

 )(ˆ
)( ppsppsppsppslr xXyy −+= β  

is regression estimator in PPS  sampling considered by Tripathi (1969). And 
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The proposed estimator *
)( ppslry  is more efficient than )( ppslry  for any finite 

value of 3λ  such that *
)( ppslry  exists. 
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6. NUMERICAL EXAMPLE 

Let us consider the data from Sarndal et al. (1992) which relate to Gross 

National Product )(z , import )(y  and export )(x  of 44 countries. Calculating 

probabilities )( ip  using variable z , we have 

 23.485=Y , 86.725=X , 94.1963722* =yσ , 29.2634112* =xσ , 

 80.137460* =yxσ , 6044.0=ppsρ  

Relative efficiencies )(RE  of )( ppsgy  with respect to .)..( trw ppsy  defined by 

)(/)( )( ppsgpps yVyV  for various values of 3λ  are given in the table1 below: 

Table 1: Relative efficiencies 

RE  RE  RE  
 

3λ  
10=n  20=n  30=n  

0.0 

0.1 

0.2 

0.3 

0.4 

0.5 

0.6 

0.7 

0.8 

0.9 

1.0 

1.1 

1.2 

1.3 

1.4 

1.66 

1.69 

1.75 

1.85 

2.09 

2.89 

9.52 

39.12 

3.73 

2.27 

1.91 

1.78 

1.70 

1.67 

1.65 

1.62 

1.63 

1.66 

1.71 

1.83 

2.23 

5.55 

20.35 

2.65 

1.92 

1.75 

1.68 

1.64 

1.62 

1.61 

1.60 

1.61 

1.63 

1.67 

1.75 

2.01 

4.22 

14.09 

2.29 

1.81 

1.69 

1.64 

1.61 

1.60 

1.59 
 

RE  of  )( ppsDy  w. r. t. ppsy  is 1.58 for all sample sizes. Again, relative 

efficiencies of  )(1 ppsgy  and )( ppswy  w. r. t. ppsy  are given in table 1 for 

03 =λ  and 13 =λ  respectively. 

From table 1 it is clear that proposed estimator )( ppswy  is more efficient than 

)( ppslry  if 4.10 3 << λ . It has maximum efficiency for 7.03 =λ . It may 
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further be noted that )( ppswy  has superiority over all the estimators for 

0.13.0 3 << λ . 
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